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Introduction to inference analysis  

• In inference analysis we make predictions about the 

population parameters based on the sample statistics.  
 

• A (population) parameter is a numerical descriptive 

measure of a population. Because it is based on the 

entire population, its value is almost always unknown, 
 

• A sample statistic is a numerical descriptive measure 

of a sample. It is calculated from the observations in the 

sample. 
 

• A sampling distribution of a sample statistic 

calculated from a sample of n measurements is the 

probability distribution of this statistics. 



Introduction to inference analysis  

 

• We will make inference about: 

– Population mean 

– Population proportion 

 

 

• Hence we need to know the distribution of the sample 

mean and sample proportion. 
 



Sampling distributions 



Example 1 

• Consider a population consisting of the measurements 

0,3,12 and described by probability distribution shown here: 

 

What is the sampling distribution of the sample mean ? 

 

What is the sampling distribution of the sample median ? 

Sampling distributions 



Example 1 

All possible samples of n=3 

(random with returns): 

 

 
Sampling distribution of mean: 

 

Sampling distribution of median: 

Sampling distributions 



Sampling distribution  

of a mean 

If sample drawn from normally distributed population 
•In which population standard deviation is known / unknown but 

sample is large (n>=30) 

•In which population standard deviation is unknown and sample 

is small (n<30) 
 

If sample drawn from population where the variable  

    of interest is not normally distributed 
 



Sampling distribution of a mean 

Consider a random sample of n observations selected from 

a normally distributed population with mean      and 

standard deviation 
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Sampling distribution of a mean 
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If population standard deviation is 

unknown we can use sample standard 

deviation S unless the sample is less than 

30 elements 



Sampling distribution of a mean 

If the sample is small the situation is more difficult. 

 

A distribution for a standardised sample mean was derived 

for small samples drawn from a normal population with an 

uknown  

 

This standardised mean has a t-student distribution: 

 

 

Sampling distribution of a mean 

Studentt
S

X
Z 


 ~





with n-1 degrees of freedom 



Student’s t-distribution 

For samples n>=30 t-distribution 

starts to overlap with the standard 

normal distribution (it can be 

approximated with a standard 

normal distribution). 
 

Paramter of the distribution: degrees 

of freedom 

 

Sampling distribution of a mean 



Sampling distribution of a mean 

Consider a random sample of n observations selected from a population 

which is not normally distributed or its distribution is unknown 
 

When n is sufficiently large (n≥100), the sampling distribution of     will be 
approximately a normal with mean     and standard deviation   

 

 

 
 

 
The larger the sample size, the better will be the normal approximation to 

the sampling distribution of   
 

This theorem was first proved by Linderberg and Levy and it is called 
Linderberg-Levy Limit Theorem 
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Sampling distribution of a mean 
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Ilustration of the Linderberg-Levy 

Limit Theorem 

• In population continuous distribution  - 

Uniform distribution from 0 to 1. 
 

• Simulated distribution of sample mean if 

n=5  

 

 
Example  
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Means from the samples Limit disribution for Mean (CLT)

Sampling distribution of a mean 

 



Sampling distribution  

of mean – unknown 

distribution in population 

If the sample is large enough 

the distribution of the mean 

doesn’t depend on distribution 

in population 

Original 

population 

Sampling distribution of x

n=2              n=5             n=30 

Sampling distribution of a mean 

 



Sampling distribution of a mean 

Sampling distribution of a mean 

Population 

distribution 

Population standard 

deviation 

Sample size Sample statistic 

normal known any 

 

 

normal 
unknown 

 
>=30 

normal unknown < 30 

 

 

 

 

any known >=100 
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Sampling distribution of a sum 

Sampling distribution of a mean 

Population 

distribution 

Population standard 

deviation 

Sample size Sample statistic 

normal known any 

 

 

normal 
unknown 

 
>=30 

any known >=100 
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Example 1 
A manufacturer of automobile batteries claims that the distribution of the lengths of 

life if its battery has a mean of 54 months and a standard deviation of 6 months. 

Suppose a consumer group decides to check the claim by purchasing a sample 

of 100 of these batteries and subjecting them to tests that determine battery life 

a) Assuming that the manufacturer’s claim is true, describe the sampling 

distribution of the mean lifetime of a sample of 50 batteries 

b) Assuming that the manufacturer’s claim is true, compute the probability that 

the sample mean battery life is at most 52. 

c) Assuming that the manufacturer’s claim is true, describe the sampling 

distribution of the total life of all batteries in the sample. Compute the 

probability that the total life of all batteries in the sample is at most 5200. 

 

 

Sampling distribution of a mean 

Solution of a) 

~ ( , )

6
~ (54, )

100

x N
n

x N


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We have no information about the distribution, we only know the population mean and population 

standard deviation.  

We can use Linderberg-Levy Limit Theorem to approximate the distribution of the sample mean: 



Example 1 

b) Assuming that the manufacturer’s claim is true, compute the probability that 

the sample mean battery life is at most 52. 

Sampling distribution of a mean 

Solution of b) 

~ (54,0.6)x N

52 54
( 52) ( ) ( 3.33) 1 ( 3.33) 0.0004

0.6
P x P Z P Z P Z


         

The probability that the mean of the battery life in the sample of batteries 

purchased by the consumer group is less than 52 equals almost zero. 



Cumulative normal distribution 

Table 1. Cumulative normal distribution 

Sampling distribution of a mean 



Computing the normal prbabilities 

in Excel 

Sampling distribution of a mean 

Excel also gives the probabilities P(Z<z), i.e. computed on the basis of 

the cumulative distribution function. 



Example 1 

c) Assuming that the manufacturer’s claim is true, describe the sampling 

distribution of the total life of all batteries in the sample. Compute the 

probability that the total life of all batteries in the sample is at most 5200. 

 

 

Sampling distribution of a mean 

Solution of c) 

~ (54 100,6 100)iX N  

5200 5400
( 5200) ( ) ( 3.33) 1 ( 3.33) 0.0004

60
iP X P Z P Z P Z


         

The probability that the total life of all batteries in the sample is at most 5200 is 

at most 5200 equals almost zero. 

~ (5400,60)iX N



Example 2 
A soft-drink bottler purchases glass bottles from a vendor. The bottles are required 

to have an internal pressure of 150 pounds per square inch (psi) on average. 

One vendor claims that its bottles meet this standard. The prospective bottler 

strikes an agreement with the vendor that permits the bottler to sample 25 

bottles to verify the vendor’s claim. It turns out that the sample mean is 148.7 

psi with a standard deviation of 3 psi. 

Assuming the vendor’s claim to be true what is the probability of obtaining a 

sample mean this far or father below the population mean? What does your 

answer suggest about the validity of vendor’s claim? Assume that previous 

tests showed that the distribution of internal pressure of the bottle is normal. 

 

 

X – internal pressure of the bottle 

 

Sampling distribution of a mean 
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We cannot approximate the distribution of the sample 

mean with the nomrla curve.  

We should then use the following formula:  

~
x

n t Student
S
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Solution: 



Example 2 
A soft-drink bottler purchases glass bottles from a vendor. The bottles are required 

to have an internal pressure of 150 pounds per square inch (psi) on average. 

One vendor claims that its bottles meet this standard. The prospective bottler 

strikes an agreement with the vendor that permits the bottler to sample 25 

bottles to verify the vendor’s claim. It turns out that the sample mean is 148.7 

psi with a standard deviation of 3 psi. 

Assuming the vendor’s claim to be true what is the probability of obtaining a 

sample mean this far or father below the population mean? What does your 

answer suggest about the validity of vendor’s claim? Assume that previous 

tests showed that the distribution of internal pressure of the bottle is normal. 

 

 

X – internal pressure of the bottle 

 

Sampling distribution of a mean 
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Solution: 



T-table (one-sided) 

 2.16 0.025P t  

Notice that t-table 

does not operate on 

cumulative distribution 

function by contrast to 

the table for normal 

distibution. 



T-table (one-sided) in Excel 

 2.16 0.02P t   Notice that t-table does not operate on 

cumulative distribution function by contrast to the 

table for normal distibution (also in Excel!!!) 

df 

tails 



Sampling distribution  

of a proportion 

We will limit our considerations to large samples    

                                                (100 or more elements) 
 

 

 



De-Moivre-Laplace limit theorem 

 
 

• Where X has a binomial distribution  
 

• When n is large (n>=100) it is cumbersome to calculate 

the probabilities for the sample space 
 

• In such situation we can approximate the # successes  

with a  normal probability distribution with parameters 

       and  
 

 

np 

Sampling distribution of a proportion 

(1 )np p  

ˆ
X

p
n

 sample proportion  

This claim was proved by de-Moivre and Laplace and is 

called now the de Moivre-Laplace limit theorem 



Binomial distribution if n large  

n=6, p=0.1 

Aproximating the binomial distribution with a normal distribution 
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Binomial distribution if n large  

n=10, p=0.1 

Aproximating the binomial distribution with a normal distribution 
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Binomial distribution if n large  

n=20, p=0.1 

Aproximating the binomial distribution with a normal distribution 

02.63

02.23

34.19.01.020

21.020



















Binomial distribution if n large  

n=40, p=0.1 

Aproximating the binomial distribution with a normal distribution 

70.93

70.13

90.19.01.040

41.040



















Binomial distribution if n large  

n=60, p=0.1 

Aproximating the binomial distribution with a normal distribution 

133

97.03

32.29.01.060

61.060


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
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
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Binomial distribution if n large  

n=100, p=0.1 

Aproximating the binomial distribution with a normal distribution 

193

13

39.01.0100

101.0100
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Example 3 
In order to test the quality of production a manufacturer of calculators  

chooses 200 calculators from day’s production and determines x, the  

number of defectives. Up to a 6% rate of defectives is acceptable. Find  

the probability that 20 or more defectives are observed. 

 

Aproximating the binomial distribution with a normal distribution 



Example 3  
In order to test the quality of production a manufacturer of calculators  

chooses 200 calculators from day’s production and determines x, the  

number of defectives. Up to a 6% rate of defectives is acceptable. Find  

the probability that 20 or more defectives are observed. 

 

Solution: 

 

• X is binomial with n=200 and p=0.06. 
 

• The parameters of the distribution are: 

 

 

 
 

 

• n>=100     We can use normal approximation 

Aproximating the binomial distribution with a normal distribution 



Example 3  
• In order to test the quality of production a manufacturer of calculators 

chooses 200 calculators from day’s production and determines x, the 

number of defectives. Up to a 6% rate of defectives is acceptable. 

Find the probability that 20 or more defectives are observed. 
 

 

Solution: 

 

 

 

 

 

 

 

 

 

 

 

 

( 20)P X  

Aproximating the binomial distribution with a normal distribution 



Example 3  
• In order to test the quality of production a manufacturer of calculators 

chooses 200 calculators from day’s production and determines x, the 

number of defectives. Up to a 6% rate of defectives is acceptable. 

Find the probability that 20 or more defectives are observed. 
 

 

Solution: 

 

 

 

 

• This means that the probability of producing more than 20 defectives 

among 200 is very small.  

• If the manufacturer were likely to observe more than 20 defectives it 

would mean that the rate of defectives exceeds the acceptable level of 

6%. 
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Aproximating the binomial distribution with a normal distribution 



Sampling distribution of a proportion 

• So we learnt that if n (n>=100 ) is large and X has a 

binomial distribution we can use a normal approximation 

for X: 
 

   
 

• Similarly we can derive a distribution for a sample 

proportion: 
 

~ ( , (1 ))X N np np p

Aproximating the binomial distribution with a normal distribution 

ˆ

(1 )
ˆ ~ ( , )

X
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n
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p N p

n


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Example 4 
In order to test the quality of production a manufacturer of calculators  

chooses 200 calculators from day’s production and determines x, the  

number of defectives. Up to a 6% rate of defectives is acceptable. Find  

the probability that 10% or more defectives are observed in the sample. 

 

Solution: 

• The parameters of the distribution are: 

 

 

 
 

(1 )
ˆ ~ ( , )

0.06(1 0.06)
ˆ ~ (0.06, )

200

p p
p N p

n

p N





0.1 0.06
( 0.1) 1 ( 0.1) 1 ( )

0.0167

1 ( 2.38) 1 0.9914 0.0086

P X P X P X

P X


       

     

Sampling distribution of a proportion 


