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The idea of estimation

POPULATION

SAMPLE

Parameter in the population:

Statistics from the sample

How to estimate the values of population parameters on the basis of the

sample?

• Point estimators

• Interval estimators (confidence intervals)

The idea of estimation
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Point estimator and its properties

• A point estimator of a population parameter is a rule on

how to use the sample data to calculate an estimate of

the population parameter (one number)

• Properties of point estimators:

– Unbiased

– Efficiency

– Consistent

Point estimators and their properties



Biased and unbiased estimators 

The estimator is unbiased if its expected value equals

to the population parameter. Otherwise it is biased

Point estimators and their properties



Efficiency of estimators

Statistics A is a more efficient

estimator of population parameter

than statistics B



If two estimator are unbiased it is usually better to chose

an estimator with lower variance (minimum variance),

i.e. a more efficient estimator

Point estimators and their properties



Consistency of estimators

• A point estimator is consistent if its values tend to

become closer to the population parameter as the

sample size becomes larger  larger samples give

better estimates

Point estimators and their properties



Point Estimators
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Point Estimators

POPULATION

SAMPLE

Parameters in the population:

  p

Statistics from the sample

p̂x S

Point estimators and their properties

Is it enough to say that the population parameters equals the relevant

sample statistics? 

What about sampling error?



Interval estimators

• Point estimators are simple but they do not inform us

about the reliability of the estimation.

• Interval estimators are rules that allow us to compute

confidence intervals, i.e. intervals which include an

unknown population parameter with a certain confidence.

• Confidence coefficient is the probability that a randomly

selected confidence interval encloses the population

parameter (1-α )

• Confidence coeficients usually range from 0.9 to 0.99.

Interval estimators



Confidence interval

Interval estimators



Interval estimators

• For a mean

– If a sample was drawn from a normally distributed population with

known standard deviation

– If a sample was drawn from a normally distributed population with

unknown standard deviation

• Large sample

• Small sample

– If a sample was drawn from a population with unknown

distribution

• For a proportion

– If a sample consists of 100 or more elements

Interval estimators



Interval estimators

• For a mean

– If a sample was drawn from a normally distributed population with

known standard deviation

– If a sample was drawn from a normally distributed population with

unknown standard deviation

• Large sample

• Small sample

– If a sample was drawn from a population with unknown

distribution

Interval estimators

In these cases we proceed in a very similar way, using

the fact that the sample mean is normally distributed
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Interval estimators

• For a mean

– If a sample was drawn from a normally distributed population with

known standard deviation

– If a sample was drawn from a normally distributed population with

unknown standard deviation

• Large sample

• Small sample

– If a sample was drawn from a population with unknown

distribution

Interval estimators

In this case we proceed differently, using the fact that the

standardised sample mean has a t-distribution
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Confidence interval for population mean
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Sampling error

SE

Standard error

Interval estimators - mean



Confidence interval - construction

If the sampling distribution is known we can calculate the 

interval in which the  statistics from the sample will be with 

assumed probability

Interval estimators



Confidence interval for population mean

• If a sample was drawn from a normally distributed population with

known standard deviation

• If a sample was drawn from a normally distributed population with

unknown standard deviation

– Large sample

– Small sample

?????

• If a large sample was drawn from a population w/unknown distribution

Interval estimators - mean
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How to find zα/2 ?

Commonly used Values of 
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Interval estimators - mean



How to find zα/2 ?

Table 1. Cumulative normal distribution

Interval estimators - mean
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How to find zα/2 ?

Using Excel:

Mean

Standard 

deviation

1-α/2
INVERSE NORMAL DISTRIBUTION

Interval estimators - mean



Example

 see file OVERDUE.xls

Interval estimators - mean



Example

Solution:

Based on the data we compute
34.90

28.223
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x
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We need to replace with S:

7.1728.223

100/34.9096.128.223100/34.9096.128.223









with confidence 0.95

Interval estimators - mean



Small sample confidence interval 

for population mean
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Interval estimators – mean (small sample and unknown sigma) 



Confidence interval for population mean

• If a sample was drawn from a normally distributed population with

known standard deviation

• If a sample was drawn from a normally distributed population with

unknown standard deviation

– Large sample

– Small sample

• If a sample was drawn from a population with unknown distribution

Interval estimators - mean
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Small-sample confidence interval for

population mean

• Student’s t-distribution once more

Wider confidence intervals with the same 1

Interval estimators – mean (small sample and unknown sigma) 



How to find tα/2 ?
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Interval estimators – mean (small sample and unknown sigma) 



How to find tα/2 ?

α

degrees of 

freedom df=n-1

INVERSE T-DISTRIBUTION
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Interval estimators – mean (small sample and unknown sigma) 



Example

 see file PRINTHEAD.xls

Interval estimators – mean (small sample and unknown sigma) 



Example

for df=15-1=14

Interval estimators – mean (small sample and unknown sigma) 



Confidence interval for population proportion
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Large-sample confidence interval 

for population proportion

Conditions required for a Valid Large-Sample Confidence Interval for 

p:

1. The sample is random

2. The sample is large enough - rule of thumb100n

Interval estimators – proportion



Example
Interval estimators – proportion



Example
Interval estimators – proportion



Determining the sample size



Determining the sample size

Question: How many people should we ask to receive the

results with sufficiently narrow confidence interval?

n=100

n=1306

CI

CI

Min sample size



Sample size – Mean

Min sample size



Sample size - Proportion

Min sample size



Example
Min sample size



Example

Solution:

Min sample size


