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The idea of estimation

The idea of estimation

Parameter in the population:
POPULATION ‘ 9

SAMPLE

l Statistics from the sample

How to estimate the values of population parameters on the basis of the
sample?

* Point estimators
* Interval estimators (confidence intervals)



Point estimators and their properties

Point estimator and its properties

« A point estimator of a population parameter is a rule on
how to use the sample data to calculate an estimate of
the population parameter (one number)

* Properties of point estimators:
— Unbiased

— Efficiency
— Consistent



Point estimators and their properties

Biased and unbiased estimators

The estimator is unbiased if its expected value equals
to the population parameter. Otherwise it is biased
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Point estimators and their properties

Efficiency of estimators

If two estimator are unbiased it is usually better to chose
an estimator with lower variance (minimum variance),
l.e. a more efficient estimator
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Point estimators and their properties

Consistency of estimators

« A point estimator is consistent if its values tend to
become closer to the population parameter as the

sample size becomes larger - larger samples give
better estimates



Point estimators and their properties

Point Estimators

X — - minimum variance unbiased estimator of ’L[
n
~ X
p — — minimum variance unbiased estimator of p
n

1
S = /Z(Xi — X)2 minimum variance unbiased estimator of O

v biased estimator in smaller samples
_ 2
S = \/ Z(Xi —X)"  (asymptotically unbiased)



Point estimators and their properties

Point Estimators

Parameters in the population:
POPULATION -
H o p

SAMPLE

Statistics from the sample
- X S P

Is it enough to say that the population parameters equals the relevant
sample statistics?

What about sampling error?



Interval estimators

Interval estimators

« Point estimators are simple but they do not inform us
about the reliability of the estimation.

* Interval estimators are rules that allow us to compute
confidence intervals, l.e. Iintervals which include an
unknown population parameter with a certain confidence.

- Confidence coefficient is the probability that a randomly
selected confidence interval encloses the population
parameter (1-a)

« Confidence coeficients usually range from 0.9 to 0.99.



Interval estimators

Confidence interval

Confidence
Interval
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When we form a 100(1 — a)% confidence interval for u, we usually express our con-
fidence in the interval with a statement such as, ““We can be 100(1 — )% confident
that p lies between the lower and upper bounds of the confidence interval,” where
for a particular application, we substitute the appropriate numerical values for the
confidence and for the lower and upper bounds. The statement reflects our confidence
in the estimation process rather than in the particular interval that is calculated from
the sample data. We know that repeated application of the same procedure will result
in different lower and upper bounds on the interval. Furthermore, we know that
100(1 — @)% of the resulting intervals will contain p. There is (usually) no way to
determine whether any particular interval is one of those that contain u, or one that
does not. However, unlike point estimators, confidence intervals have some measure
of reliability, the confidence coefficient, associated with them. For that reason they
are generally preferred to point estimators.



Interval estimators

Interval estimators

e FOr a mean

— If a sample was drawn from a normally distributed population with
known standard deviation

— If a sample was drawn from a normally distributed population with
unknown standard deviation

« Large sample
« Small sample

— If a sample was drawn from a population with unknown
distribution

« For a proportion
— If a sample consists of 100 or more elements



Interval estimators

Interval estimators

e FOr a mean

« Small sample




Interval estimators

Interval estimators

e FOr a mean

— If a sample was drawn from a normally distributed population with
known standard deviation

— If a sample was drawn from a normally distributed population with
unknown standard deviation

e Large sample

— If a sample was drawn from a population with unknown
distribution




Interval estimators - mean

confidence interval for population mean

_ Standard error
X~ N(u <

X — p
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Interval estimators

Confidence interval - construction

f(X)
A

Area=.95

1

| ‘ | | : -7

T}
[ 1.960; | 1.960- -

If the sampling distribution is known we can calculate the
interval in which the statistics from the sample will be with
assumed probability



Interval estimators - mean
Confidence interval for population mean

a normally distributed population
known standard deviation

P()_(—Za,z-0/\/ﬁ<,u<)_(+za,2-0/\/ﬁ)=l—a

unknown standard deviation

P(Y—zalz-S/\/ﬁ<,u<7+2a,2-8/\/ﬁ)=1—05

— Small sample

P()_(—Za,z-alx/ﬁ<,u<)_(+Za,2-6/x/ﬁ)=1—a



Interval estimators - mean

How to find z,,, ?

X + Z,p0,

Commonly used Values of X

o o .
2\ /2 Confidence Level
| ‘ R . 100(1 - a) o /2 7.2
~Zar . Zan 90% 10 05 1.645
95%, 05 025 1.96
999% 01 005 2.575
| | 4 -, 7 o
0 T P(Z < Za/2):1_5



Interval estimators - mean

How to find z_,, ?

Table 1. Cumulative normal distribution

u 0,00 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 "
1,5 003319 003448 093574 093699 093822 093943 094062 094179 094295 094408 1.5
1.6 04520 94630 04738 94845 94950 | 95053 | 95154 95254 95352 95449 1,6
1.7 05543 95637 05728 95818 95007 95994 96080 96164 96246 96327 17
1,8 96407 96485 96562 96638 96712 96784 96856 96926 96995 97062 1.8
1.9 97128 97193 97257 97320 97381 97441 97500 97558 97615 97670 19
2,0 97725 97778 97831 97882 97932 97982 98030 98077 98124 98169 2,0
2,1 98214 98257 08300 98341 98382 98422 98461 98500 98537 98574 2,1
22 98610 98645 98679 98713 98745 98778 98809 98840 98870 98899 22
23 08928 98956 98983  9%0097  9%0358  9%0613 90863 91106  9'344 91576 23
24 971802 972024 922240 922451 9°2656 9°2857 9°3053 973244 923431 ,9°3613 24
25 0700 otuEs  9%132  9%207  9%4457  9%614 94766  9M9IS 95060 95201 2,
2,6 97533 a 975 9%093  9%207  9%6319  ,9%6427 2,6
27 9%653 P(Z <7 ) —1—2= o gm0 gme FmR P7s )| 27
2.8 9744 al? 2 314 9U8%2 97948 9%8012 98074 | 28
29 93813 411 9462 9%S11 9%8559  9%8605 29
3.0 97865 P(Z < 165) = 095 1856 ,0°8893  9%8930  ,9°8965 98999 3.0
31 T — 1836 92112 902378 9°2636  ,9'2886 31
32 993120 993363 9%S90  9%8I0 94002 9230 9429 9623 94B10 94991 32
33 95166 9%5335  9°5499 9’5658 9811 ,9%959  9%103 96242 9'%6376  9%505 33
3.4 %6631 96752 9%869  9%082  ,9%7091 97197 (91299  9°7398 97493 97585 3.4




Interval estimators - mean

How to find z_,, ?

Using Excel:
PR  INVERSE NORMAL DISTRIBUTION L9 i
1-a/2 Kt AD.NORMALNY.CDW
\s Prawdopodobieristwo 0,35 = 0,95
4) ﬁl‘ﬂlﬂiﬂ i} = 0
Mean Odchylenie_std | 1| = L

=| 1,694853627
Standard V(mmgs':’: skumulowaneago rozktadu normalnego dla podanej sredniej i odchylenia standardowego.
deviation Odchylenie_std - odchylenie standardowe danego rozkfadu, liczba dodainia.

Wynik formuty = 1,644853627

Pomoc dotyczaca tej funkdi l Ok J | Anuluj




Interval estimators - mean

Example

Suppose a large bank wants to estimate the average amount of money owed by its delin-
quent debtors (1.e.. debtors who are more than 2 months behind in payment). To accom-
plish this objective, the bank plans to randomly sample 100 of its delinquent accounts
and to use the sample mean. X, of the amounts overdue to estimate pu, the mean for all
delinquent accounts.

= see file OVERDUE.xls



Interval estimators - mean

Example

Suppose a large bank wants to estimate the average amount of money owed by its delin-
quent debtors (1.e.. debtors who are more than 2 months behind in payment). To accom-
plish this objective, the bank plans to randomly sample 100 of its delinquent accounts
and to use the sample mean. X, of the amounts overdue to estimate pu. the mean for all
delinquent accounts.

Solution:

Based on the data we compute X =223.28

S =90.34
We need to replace O with S:

223.28-1.96-90.34/+/100 < 11 < 223.28+1.96-90.34/+/100
1 =223.28+17.7 with confidence 0.95



Interval estimators — mean (small sample and unknown sigma)

Small sample confidence interval
for population mean

T =27 _{_Student

-~ s/+n

P(-t ,<T<t ,)=1-«

X —
S/+/n

P()_(—ta,z;n_l-S/\/ﬁ<,u<)_(@-S/ n)=1l-«

Sampling error

P(-t,,, < <t,,)=l-« SE




Interval estimators - mean
Confidence interval for population mean

« |f a sample was drawn from a normally distributed population with
known standard deviation

P()_(—Za,z-G/x/ﬁ<,u<)_(+za,2-0/\/ﬁ)=l—a

« |f a sample was drawn from a normally distributed population with
unknown standard deviation

— Large sample

P(X—zalz-S/\/ﬁ<,u<7+2a,2-8/\/ﬁ)=1—05

P(X—t,,pq-SINN <pu<X+t,,. ,-SIVn)=1-a
« If a sample was drawn from a population with unknown distribution

P(Y_Za/z'S/\/ﬁ<ﬂ<y+za/2'8/\/ﬁ):1_a



Interval estimators — mean (small sample and unknown sigma)

Small-sample confidence interval for
population mean

o Student’s t-distribution once more

{-distribution Mormal z-distnbution

s Loos
(1.96) (2.776)

Wider confidence intervals with the same— ¢



Interval estimators — mean (small sample and unknown sigma)

How to find t_,, ?

_ [+
1] b
Degrees of Freedom tim
| 3.078
2 1 .B86
3 1.638
4 1.533
5 1476
f 1. 440
7 1.415
e 1.397
9 1383
10 1.372
11 1.363
12 1.356
13 1 350
14 1.345
15 1.341

o

._.
[
)
f-3

1-a=0.9
PT>t ,)=al2
P(T >2.015) =0.05

toso tozs

h.314 12.706
2.920) 4.303
2353 3182
2132 2776
2015 2.571
1.943 2.447
1.895 2.365
1860 2.306
1.833 2262
1.812 2228
1.7946 2.2
1.782 2.179
1.771 2.160
1.761 2.145
1.753 2.131
1.645 1.9600

toto

31.821
.65
4.541
3747
3.365
3.132
R
2856
2821
2.764
2718
2.681
2,630
2624
2.602

2.3

toos

h3.637
U925
5841
4.604
4.032
3707
3499

too1

31813

3,000

tooos

fh3f.62
21.598
12.924
B.610
.86
3.4959
5.40%
5.041
4.7x1
4.587
4.437
4318
4221
4.140)
4.073

3201




Interval estimators — mean (small sample and unknown sigma)

How to find t_,, ?

1-a=0.9

'/% P(T[> ta/2):a
N P(T >t ,)=P(T >2.015)+P(T <-2.015)=0.1

 Argumenty funks INVERSE T-DISTRIBUTION )

‘_E.DEJ’.EHTHHW

a —i 0,1 = 0,1
degrees of ¢ = 5
freedom df=n-1 = 2,015048372

Wyznacza odwrotnosc rozktadu t-Studenta.

Stopnie_swobody - liczba dodatnia okreslajgca liczbe stopni swobody charakteryzujgoych
rozktad.

Wynik formuty = 2,015048372

Pomoc dotyczaca tej funkdiji l (0] 4 J | Anuluj




Interval estimators — mean (small sample and unknown sigma)

Example

Problem Some quality-control experiments require destructive sampling in order
to measure some particular characteristic of the product. The cost of destructive
sampling often dictates small samples. For example. suppose a manufacturer of printers
for personal computers wishes to estimate the mean number of characters printed
before the printhead fails. Suppose the printer manufacturer tests n = 15
randomly selected printheads and records the number of characters printed until
failure for each. These 15 measurements (in millions of characters) are listed in Table 5.4
a. Form a 99% confidence interval for the mean number of characters printed before

the printhead fails. Interpret the result.
b. What assumption is required for the interval, part a, to be valid? Is it reasonably

satisfied?

TABLE 5.4 Number of Characters (in Millions)
for n =15 Printhead Tests

L.13 1.55 1.43 92 1.25
1.36 1.32 83 1L.07 1.48
1.20 1.33 1.18 1.22 1.29

= see file PRINTHEAD.xIs



Interval estimators — mean (small sample and unknown sigma)

Example

For this small sample (7 = 13), we use the r-statistic to form the confidence interval.

%41 ( d )
X | —(—
105 "'-;'IH

F.n = Iogns = 2977 for df=15-1=14

x = 1.239

s = .193

s 193
f + t.[)[]i(_'—) — 1239 + 29??( _ .’)
"-,IF.-IH A 5

= 1.239 + 148 or (1.091, 1.387)




Interval estimators — proportion

Confidence interval for population proportion

—

- pe-p)
p~N ( pw T Standard error
p—p
/ =
JVp@-p)/n

Sampling error
SE

p-p

P(-z ,, < <Z =]l-«
( al? \/p(l— p)/n a/2) /
. N(1— P A D(1— [
P(p—za,z-\/p(n P) <p< p+£p( - P =1-«




Interval estimators — proportion

Large-sample confidence interval
for population proportion

Pt Zgarpy =P E Zyn— = P E Zyn|—
P+ Zuorp Za\[ = P E T

-~ -1: - oy
where p =;andq =1-p

Note: When n 1s large, p can approximate the value of p in the formula for o,

Conditions required for a Valid Large-Sample Confidence Interval for
p:

1. The sample is random

2. The sample is large enough n =100 - rule of thumb



Interval estimators — proportion
Example

Problem Many public polling agencies conduct surveys to determine the current con-
sumer sentiment concerning the state of the economy. For example, the Bureau ol
Economic and Business Rescarch (BEBR) at the University of Florida conducts quar-
terly surveys Lo gauge consumer sentiment in the Sunshine State. Suppose that BEBR
randomly samples 484 consumers and inds that 257 are optimistic about the state of the
economy. Use a 0% conflidence interval to estimate the proportion of all consumers in
Florida who are optimistic about the state of the economy. Based on the confidence
interval, can BEBR infer that the majority of Florida consumers are optimistic about the
economy’?



Interval estimators — proportion

Example

Solution The number, x, of the 484 sampled consumers who are optimistic about the
Florida economy is a binomial random variable il we can assume that the sample was
randomly selected [rom the population of Florida consumers and that the poll was con-
ducted identically for each sampled consumer.

The point estimate of the proportion of Florida consumers who are optimistic
about the economy is

x 257
p—X 21 53
P =% = 13 :
) ) ﬁ A ‘w
P+ 2u0p =P % Zun\| -~ P = z-,...-z\%
53
= 531 + 1.645, | 23A69) _ 531 1 037 = (494, .568)

N\ a4 7



Determining the sample size



Min sample size

Determining the sample size

Cl
n=100

e 20, = 1807 —f 27 m 18407 —

Cl

n=1306 | ‘ ‘ | L -

Question: How many people should we ask to receive the
results with sufficiently narrow confidence interval?



Min sample size

Sample size — Mean

In order to estimate g with a sampling error SE and with 100{1 — «)% conlidence,
the required sample size 1s found as follows:

f( _) = SE
Y n

The solution for 715 given by the equation

(2.0

n ———

(SEY’

Note: The value of o 1s usually unknown. It can be estimated by the standard devia-
tion, 5. from a prior sample. Alternatively, we may approximate the range K of obser-
vations in the population, and {(conservatively) estimate « = K/4. In any case, you
should round the value of n obtained upward to ensure that the sample size will be
sullicient to achieve the specilied reliability.



Min sample size

Sample size - Proportion

In order to estimate a binomial probability p with sampling error SE and with
100(1 — o) % conlidence, the required sample size 1s found by solving the follow-
ing equation for n:
. [pa _
Tafda | — =
“Non

The solution for # can be written as [ollows:

SE

_ (z.2)*(Pa)
(SE)’

H

Note: Since the value of the product pg 1s unknown, it can be estimated by using the
sample [raction of successes, p, from a prior sample. Remember (Table 5.6) that the
value of pg 1s at its maximum when p equals .5, so you can obtain conservatively
large values of # by approximating p by .5 or values close to .5. In any case. you
should round the value of n obtained upward to ensure that the sample size will be
suflicient to achieve the specified reliability.



Min sample size

Example

Problem A cellular telephone manufacturer that entered the postregulation market too
quickly has an mitial problem with excessive customer complaints and consequent returns
of the cell phones for repair or replacement. The manulacturer wants to determine the
magnitude of the problem in order to estimate its warranty liability. How many cellular
telephones should the company randomly sample from its warehouse and check in order
to estimate the fraction defective. p. to within .01 with 9%0% confidence?



Min sample size

Example

Problem A cellular telephone manufacturer that entered the postregulation market too
quickly has an mitial problem with excessive customer complaints and consequent returns
of the cell phones for repair or replacement. The manulacturer wants to determine the
magnitude of the problem in order to estimate its warranty liability. How many cellular
telephones should the company randomly sample from its warehouse and check in order
to estimate the fraction defective. p. to within .01 with 9%0% confidence?

Solution: _ (2.0)(PQ)
" (SEY

The equation for the sample size n requires an estimate of the product pg. We
could most conservatively estimate pg = .25 (1.e.. use p = .5), but this may be overly con-
servative when estimating a fraction defective. A value of .1. corresponding to 10%
defective, will probably be conservatively large for this application. The solution 1s
therefore

_ @an)(pa) _ (1LOAS)(1)(9) _

a 5 2.435.4 = 2.436
(SE) (.01)

Thus. the manufacturer should sample 2,436 cellular telephones in order to estimate the
fraction defective, p. to within .01 with Y0% confidence.



